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##Setup: load packages, import test and train datasets, recode variables

library(readr)  
library(fastDummies)  
library(glmnet)  
library(tidyr)  
library(dplyr)  
library(ggplot2)  
library(caret)  
library(xgboost)  
library(gbm)

train <- read\_csv("train.csv") #ID 1460 is the last training house  
test <- read\_csv("test.csv") #ID 1461 is the first testing house, 2919 is the last house  
  
test$SalePrice <- 0 #placeholder for later predictions  
  
combined <- rbind(train, test)

The variables we are particularly interested in are:

* MSZoning: The general zoning classification
* LotArea: Lot size in square feet
* LotConfig: Lot configuration
* HouseStyle: Style of dwelling
* OverallCond: Overall condition rating
* YearBuilt: Original construction date
* YearRemodAdd: Remodel date
* BsmtCond: General condition of the basement
* HeatingQC: Heating quality and condition
* CentralAir: Central air conditioning
* FullBath: Full bathrooms above grade
* Bedroom: Number of bedrooms above basement level
* Kitchen: Number of kitchens
* GarageType: Garage location
* GarageCars: Size of garage in car capacity
* PavedDrive: Paved driveway
* Fence: Fence quality
* MoSold: Month Sold
* YrSold: Year Sold

We want to use these variables to predict the SalePrice of a house.

In order to do any sort of analysis, we need to clean up the data. We can start by recoding many of the variables to be factors instead of characters.

#Redefine levels for some variables  
  
combined$MSZoning <- as.factor(combined$MSZoning)  
levels(combined$MSZoning) <- c("C", "FV", "RH", "RL", "RM")  
combined$MSZoning <- as.character(combined$MSZoning)  
  
combined$OverallCond <-as.character(combined$OverallCond)  
  
combined$Fence <- as.factor(combined$Fence)  
levels(combined$Fence) <- c("Fence", "Fence", "Fence", "Fence")  
combined$Fence <- as.character(combined$Fence)  
  
combined$PavedDrive <- as.factor(combined$PavedDrive)  
levels(combined$PavedDrive) <- c("NotPaved", "NotPaved", "Paved")  
combined$PavedDrive <- as.character(combined$PavedDrive)  
  
combined$GarageType <- as.factor(combined$GarageType)  
levels(combined$GarageType) <- c("Attchd", "Attchd", "Attchd", "Attchd", "Detchd", "Detchd")  
combined$GarageType <- as.character(combined$GarageType)  
  
combined$MoSold <- as.factor(combined$MoSold)  
levels(combined$MoSold) <- c("Jan", "Feb", "Mar", "Apr", "May", "Jun", "Jul", "Aug", "Sep", "Oct", "Nov", "Dec")  
combined$MoSold <- as.character(combined$MoSold)  
  
#Replace NA values  
  
combined$Fence <- combined$Fence %>% replace\_na("NoFence")  
combined$GarageType <- combined$GarageType %>% replace\_na("NoGarage")  
combined$BsmtCond <- combined$BsmtCond %>% replace\_na("NoBsmt")  
  
#New binary variable for if a house was sold during/after 2008 recession  
  
combined$SaleInRecession <- ifelse(combined$YrSold >= 2008, "Yes", "No")  
  
#Select only variables we want  
  
combined <- select(combined, Id, SalePrice, MSZoning, LotArea, LotConfig, HouseStyle, OverallCond, YearBuilt, YearRemodAdd, BsmtCond, HeatingQC, CentralAir, FullBath, BedroomAbvGr, KitchenAbvGr, GarageCars, GarageType, PavedDrive, Fence, MoSold, YrSold, SaleInRecession)

#One-hot variable encoding  
  
combined <- dummy\_cols(combined, remove\_first\_dummy = FALSE, remove\_selected\_columns = TRUE)

#Split combined data back into train and test sets  
  
train <- combined[1:1460,]  
test <- combined[1461:2919,]

Make training and validation subsets from the original training dataset.

train\_set = train %>%  
 sample\_frac(0.75)  
  
test\_set = train %>%  
 setdiff(train\_set)  
  
test\_set\_price\_preds <- select(test\_set, Id, SalePrice)  
  
train\_y <- as.integer(train\_set$SalePrice) - 2  
test\_y <- as.integer(test\_set$SalePrice) - 2  
train\_x <- train\_set %>% select(-c(SalePrice, Id))  
test\_x <- test\_set %>% select(-c(SalePrice, Id))

##Baseline modeling: Multiple regression

We can start with a basic multiple regression model as a baseline for comparison.

lm <- lm(SalePrice ~ . + -(Id), data = train\_set)  
summary(lm)

##   
## Call:  
## lm(formula = SalePrice ~ . + -(Id), data = train\_set)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -153603 -28282 -5924 19659 433944   
##   
## Coefficients: (15 not defined because of singularities)  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -2.700e+06 4.763e+06 -0.567 0.570904   
## Id -3.243e+00 3.605e+00 -0.900 0.368549   
## LotArea 1.168e+00 1.607e-01 7.271 7.01e-13 \*\*\*  
## YearBuilt 2.518e+02 1.118e+02 2.253 0.024468 \*   
## YearRemodAdd 2.956e+02 1.193e+02 2.479 0.013338 \*   
## FullBath 2.248e+04 3.999e+03 5.623 2.42e-08 \*\*\*  
## BedroomAbvGr 1.626e+03 2.333e+03 0.697 0.485997   
## KitchenAbvGr -2.553e+04 8.042e+03 -3.174 0.001545 \*\*   
## GarageCars 4.748e+04 3.116e+03 15.238 < 2e-16 \*\*\*  
## YrSold 8.640e+02 2.373e+03 0.364 0.715883   
## MSZoning\_C -3.628e+04 1.880e+04 -1.930 0.053896 .   
## MSZoning\_FV 1.176e+03 9.098e+03 0.129 0.897208   
## MSZoning\_RH 1.581e+04 1.380e+04 1.145 0.252336   
## MSZoning\_RL 1.610e+04 5.027e+03 3.203 0.001400 \*\*   
## MSZoning\_RM NA NA NA NA   
## MSZoning\_NA NA NA NA NA   
## LotConfig\_Corner 5.731e+02 4.063e+03 0.141 0.887852   
## LotConfig\_CulDSac 7.922e+02 6.138e+03 0.129 0.897329   
## LotConfig\_FR2 -1.721e+04 8.481e+03 -2.029 0.042721 \*   
## LotConfig\_FR3 -1.253e+04 2.890e+04 -0.434 0.664662   
## LotConfig\_Inside NA NA NA NA   
## HouseStyle\_1.5Fin 2.533e+04 8.680e+03 2.918 0.003594 \*\*   
## HouseStyle\_1.5Unf 1.831e+04 1.855e+04 0.987 0.323845   
## HouseStyle\_1Story 9.999e+03 7.153e+03 1.398 0.162462   
## HouseStyle\_2.5Fin 5.308e+04 2.036e+04 2.606 0.009283 \*\*   
## HouseStyle\_2.5Unf 5.278e+04 1.896e+04 2.784 0.005467 \*\*   
## HouseStyle\_2Story 1.678e+04 7.571e+03 2.217 0.026851 \*   
## HouseStyle\_SFoyer -3.322e+03 1.159e+04 -0.287 0.774460   
## HouseStyle\_SLvl NA NA NA NA   
## OverallCond\_1 NA NA NA NA   
## OverallCond\_2 9.651e+03 3.262e+04 0.296 0.767426   
## OverallCond\_3 -5.454e+04 1.961e+04 -2.782 0.005502 \*\*   
## OverallCond\_4 -4.484e+04 1.572e+04 -2.853 0.004413 \*\*   
## OverallCond\_5 -3.726e+04 1.382e+04 -2.697 0.007106 \*\*   
## OverallCond\_6 -3.462e+04 1.374e+04 -2.520 0.011878 \*   
## OverallCond\_7 -2.558e+04 1.351e+04 -1.894 0.058557 .   
## OverallCond\_8 -2.699e+04 1.437e+04 -1.879 0.060581 .   
## OverallCond\_9 NA NA NA NA   
## BsmtCond\_Fa -2.308e+03 9.722e+03 -0.237 0.812395   
## BsmtCond\_Gd 4.044e+03 7.470e+03 0.541 0.588358   
## BsmtCond\_NoBsmt -3.246e+04 9.686e+03 -3.351 0.000834 \*\*\*  
## BsmtCond\_Po -5.496e+04 5.841e+04 -0.941 0.346999   
## BsmtCond\_TA NA NA NA NA   
## HeatingQC\_Ex 1.928e+04 4.169e+03 4.625 4.21e-06 \*\*\*  
## HeatingQC\_Fa 9.065e+02 9.413e+03 0.096 0.923298   
## HeatingQC\_Gd 6.019e+02 4.837e+03 0.124 0.901006   
## HeatingQC\_Po NA NA NA NA   
## HeatingQC\_TA NA NA NA NA   
## CentralAir\_N 2.543e+03 7.676e+03 0.331 0.740443   
## CentralAir\_Y NA NA NA NA   
## GarageType\_Attchd -3.446e+04 9.330e+03 -3.694 0.000232 \*\*\*  
## GarageType\_Detchd -5.110e+04 9.154e+03 -5.583 3.02e-08 \*\*\*  
## GarageType\_NoGarage NA NA NA NA   
## PavedDrive\_NotPaved -8.434e+02 6.674e+03 -0.126 0.899463   
## PavedDrive\_Paved NA NA NA NA   
## Fence\_Fence -9.893e+02 4.011e+03 -0.247 0.805217   
## Fence\_NoFence NA NA NA NA   
## MoSold\_Apr -8.278e+03 8.614e+03 -0.961 0.336759   
## MoSold\_Aug -4.366e+03 8.661e+03 -0.504 0.614331   
## MoSold\_Dec -5.380e+03 1.027e+04 -0.524 0.600426   
## MoSold\_Feb -2.386e+04 1.060e+04 -2.251 0.024605 \*   
## MoSold\_Jan -1.761e+04 1.042e+04 -1.690 0.091369 .   
## MoSold\_Jul -4.893e+03 8.089e+03 -0.605 0.545338   
## MoSold\_Jun -1.140e+04 7.963e+03 -1.432 0.152493   
## MoSold\_Mar -3.686e+03 8.974e+03 -0.411 0.681367   
## MoSold\_May -9.535e+03 8.239e+03 -1.157 0.247397   
## MoSold\_Nov -1.695e+03 9.492e+03 -0.179 0.858303   
## MoSold\_Oct -1.343e+04 9.138e+03 -1.470 0.141961   
## MoSold\_Sep NA NA NA NA   
## SaleInRecession\_No 3.916e+03 6.219e+03 0.630 0.528990   
## SaleInRecession\_Yes NA NA NA NA   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 48720 on 1039 degrees of freedom  
## Multiple R-squared: 0.6278, Adjusted R-squared: 0.6081   
## F-statistic: 31.86 on 55 and 1039 DF, p-value: < 2.2e-16

pred\_y\_lm = predict(lm, test\_set)  
  
test\_set\_price\_preds$lm\_prices <- pred\_y\_lm  
test\_set\_price\_preds$lm\_prices\_error <- abs(test\_set\_price\_preds$SalePrice - test\_set\_price\_preds$lm\_prices)  
test\_set\_price\_preds$lm\_accuracy <- 1 - (test\_set\_price\_preds$lm\_prices\_error / test\_set\_price\_preds$SalePrice)  
  
rmse\_lm = RMSE(test\_y, pred\_y\_lm)  
cat("RMSE for lm: ", rmse\_lm)

## RMSE for lm: 52316.64

As expected, it produces mediocre results, with many insignificant variables and a low R^2 value.

##Advanced modeling: Lasso regression and gradient boosted decision trees

Next, we can try using lasso regression, which addresses variables that exhibit multicolinearity or have little to no influence on SalePrice.

y <- train\_set$SalePrice  
x <- as.matrix(select(train\_set, -(Id), -(SalePrice)))  
  
cv\_model <- cv.glmnet(x, y, alpha = 1)  
  
#find optimal lambda value that minimizes test MSE  
  
best\_lambda <- cv\_model$lambda.min  
best\_lambda

## [1] 905.5206

#find coefficients of best model  
  
best\_model <- glmnet(x, y, alpha = 1, lambda = best\_lambda)  
coef(best\_model)

## 70 x 1 sparse Matrix of class "dgCMatrix"  
## s0  
## (Intercept) -9.282498e+05  
## LotArea 1.102949e+00  
## YearBuilt 1.132130e+02  
## YearRemodAdd 3.852060e+02  
## FullBath 2.321042e+04  
## BedroomAbvGr 1.794125e+03  
## KitchenAbvGr -2.078580e+04  
## GarageCars 4.486016e+04  
## YrSold .   
## MSZoning\_C -2.576386e+04  
## MSZoning\_FV .   
## MSZoning\_RH 3.061001e+03  
## MSZoning\_RL 1.165578e+04  
## MSZoning\_RM -2.243328e+03  
## MSZoning\_NA .   
## LotConfig\_Corner .   
## LotConfig\_CulDSac .   
## LotConfig\_FR2 -1.154244e+04  
## LotConfig\_FR3 .   
## LotConfig\_Inside .   
## HouseStyle\_1.5Fin 4.334573e+03  
## HouseStyle\_1.5Unf .   
## HouseStyle\_1Story -4.899198e+03  
## HouseStyle\_2.5Fin 2.518624e+04  
## HouseStyle\_2.5Unf 1.852584e+04  
## HouseStyle\_2Story .   
## HouseStyle\_SFoyer -1.234995e+04  
## HouseStyle\_SLvl -1.164142e+04  
## OverallCond\_1 .   
## OverallCond\_2 1.425278e+04  
## OverallCond\_3 -1.176771e+04  
## OverallCond\_4 -6.750923e+03  
## OverallCond\_5 .   
## OverallCond\_6 .   
## OverallCond\_7 4.401183e+03  
## OverallCond\_8 .   
## OverallCond\_9 2.361743e+04  
## BsmtCond\_Fa .   
## BsmtCond\_Gd 1.937067e+03  
## BsmtCond\_NoBsmt -2.976829e+04  
## BsmtCond\_Po .   
## BsmtCond\_TA .   
## HeatingQC\_Ex 1.863115e+04  
## HeatingQC\_Fa .   
## HeatingQC\_Gd .   
## HeatingQC\_Po .   
## HeatingQC\_TA -3.214094e+02  
## CentralAir\_N .   
## CentralAir\_Y .   
## GarageType\_Attchd .   
## GarageType\_Detchd -1.799080e+04  
## GarageType\_NoGarage 2.413985e+04  
## PavedDrive\_NotPaved .   
## PavedDrive\_Paved .   
## Fence\_Fence .   
## Fence\_NoFence .   
## MoSold\_Apr .   
## MoSold\_Aug 6.900013e+02  
## MoSold\_Dec .   
## MoSold\_Feb -1.054703e+04  
## MoSold\_Jan -5.870437e+03  
## MoSold\_Jul 1.412937e+03  
## MoSold\_Jun -1.276423e+03  
## MoSold\_Mar 1.998696e+03  
## MoSold\_May .   
## MoSold\_Nov 1.036153e+03  
## MoSold\_Oct -2.229808e+03  
## MoSold\_Sep 4.076101e+03  
## SaleInRecession\_No 6.304619e+02  
## SaleInRecession\_Yes -3.434003e-10

pred\_y\_lasso <- predict(best\_model, as.matrix(test\_x))  
  
test\_set\_price\_preds$lasso\_prices <- pred\_y\_lasso  
test\_set\_price\_preds$lasso\_prices\_error <- abs(test\_set\_price\_preds$SalePrice - test\_set\_price\_preds$lasso\_prices)  
test\_set\_price\_preds$lasso\_accuracy <- 1 - (test\_set\_price\_preds$lasso\_prices\_error / test\_set\_price\_preds$SalePrice)  
  
rmse\_lasso = RMSE(test\_y, pred\_y\_lasso)  
cat("RMSE for lasso: ", rmse\_lasso)

## RMSE for lasso: 52159.14

Next, let’s try using gradient boosted decision tree models.

Let’s first try stochastic gradient boosted decision trees. This method takes quite a while to run, as it uses repeated cross-validation on many different levels of tree depth to find the best possible model.

#Just as a warning: this code block takes a while to run.  
  
fitControl <- trainControl(method = "repeatedcv",  
 number = 10,  
 repeats = 10,  
 allowParallel = TRUE  
 )  
  
gbmGrid <- expand.grid(interaction.depth = c(4, 5, 6, 7, 8),  
 n.trees = (1:10)\*50,   
 shrinkage = 0.1,  
 n.minobsinnode = 20  
 )  
  
gbm\_model <- train(SalePrice ~ . + -(Id), data = train\_set,   
 method = "gbm",   
 trControl = fitControl,  
 verbose = FALSE,  
 tuneGrid = gbmGrid  
 )  
gbm\_model

## Stochastic Gradient Boosting   
##   
## 1095 samples  
## 70 predictor  
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 10 times)   
## Summary of sample sizes: 986, 985, 986, 984, 986, 985, ...   
## Resampling results across tuning parameters:  
##   
## interaction.depth n.trees RMSE Rsquared MAE   
## 4 50 43702.81 0.6880482 28963.04  
## 4 100 43389.19 0.6927030 28777.52  
## 4 150 43419.50 0.6928765 28866.61  
## 4 200 43421.75 0.6933047 28945.43  
## 4 250 43311.16 0.6949583 28907.45  
## 4 300 43315.75 0.6949050 28967.14  
## 4 350 43421.88 0.6934489 29054.47  
## 4 400 43487.42 0.6924954 29159.49  
## 4 450 43547.81 0.6918359 29192.57  
## 4 500 43567.38 0.6917298 29214.59  
## 5 50 43362.82 0.6934387 28644.00  
## 5 100 43043.28 0.6980262 28510.29  
## 5 150 42916.87 0.7001708 28584.16  
## 5 200 43003.56 0.6992144 28697.82  
## 5 250 43071.36 0.6982740 28790.77  
## 5 300 43174.33 0.6971357 28885.83  
## 5 350 43205.38 0.6968032 28958.69  
## 5 400 43347.25 0.6949705 29094.03  
## 5 450 43405.78 0.6944637 29181.81  
## 5 500 43495.93 0.6935106 29261.38  
## 6 50 43546.29 0.6909460 28712.73  
## 6 100 43252.23 0.6949116 28615.35  
## 6 150 43286.89 0.6946993 28817.28  
## 6 200 43446.09 0.6927613 28963.20  
## 6 250 43557.35 0.6917759 29072.38  
## 6 300 43634.03 0.6907939 29141.05  
## 6 350 43678.75 0.6902280 29217.56  
## 6 400 43745.66 0.6895082 29267.36  
## 6 450 43839.80 0.6885210 29365.87  
## 6 500 43973.86 0.6869547 29456.58  
## 7 50 43339.36 0.6934486 28485.21  
## 7 100 43280.50 0.6947182 28572.06  
## 7 150 43456.32 0.6923683 28782.07  
## 7 200 43595.76 0.6908047 28967.65  
## 7 250 43588.15 0.6907401 29063.35  
## 7 300 43741.22 0.6887111 29187.71  
## 7 350 43896.09 0.6867794 29294.04  
## 7 400 43922.88 0.6867222 29386.95  
## 7 450 44080.76 0.6846644 29530.34  
## 7 500 44169.30 0.6835590 29641.16  
## 8 50 43502.44 0.6907216 28553.35  
## 8 100 43381.81 0.6924624 28651.85  
## 8 150 43355.35 0.6931682 28783.91  
## 8 200 43479.85 0.6919659 28931.82  
## 8 250 43592.85 0.6910488 29107.58  
## 8 300 43714.46 0.6893170 29258.80  
## 8 350 43835.01 0.6875902 29410.00  
## 8 400 43979.29 0.6860190 29535.22  
## 8 450 44041.98 0.6852008 29627.82  
## 8 500 44100.25 0.6844638 29721.95  
##   
## Tuning parameter 'shrinkage' was held constant at a value of 0.1  
##   
## Tuning parameter 'n.minobsinnode' was held constant at a value of 20  
## RMSE was used to select the optimal model using the smallest value.  
## The final values used for the model were n.trees = 150, interaction.depth =  
## 5, shrinkage = 0.1 and n.minobsinnode = 20.

trellis.par.set(caretTheme())  
plot(gbm\_model)

![](data:image/png;base64,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)

We will also see how well the best model from this process performs.

pred\_y\_gbm = predict(gbm\_model, test\_set)  
  
test\_set\_price\_preds$gbm\_prices <- pred\_y\_gbm  
test\_set\_price\_preds$gbm\_prices\_error <- abs(test\_set\_price\_preds$SalePrice - test\_set\_price\_preds$gbm\_prices)  
test\_set\_price\_preds$gbm\_accuracy <- 1 - (test\_set\_price\_preds$gbm\_prices\_error / test\_set\_price\_preds$SalePrice)  
  
rmse\_gbm = RMSE(test\_y, pred\_y\_gbm)  
cat("RMSE for stochastic gbm: ", rmse\_gbm)

## RMSE for stochastic gbm: 43370.38

The best option seems to be using a max depth of 4.

We will use this information for another gradient boosted decision tree model type using xgboost since it’s far faster than a gbm model.

First, we can use xgboost cross-validation to find the best number of iterations.

xgb\_train = xgb.DMatrix(data = as.matrix(train\_x), label = train\_y)  
xgb\_test = xgb.DMatrix(data = as.matrix(test\_x), label = test\_y)  
  
params <- list(  
 booster = "gbtree",  
 eta = 0.01,  
 max\_depth = as.integer(gbm\_model$bestTune$interaction.depth),  
 gamma = 5,  
 subsample = 0.5  
)  
  
xgbcv <- xgb.cv(  
 params = params,   
 data = xgb\_train,   
 nrounds = 1500,   
 nfold = 5,  
 prediction = TRUE,  
 showsd = TRUE,   
 stratified = TRUE,   
 print\_every\_n = 50,   
 early\_stopping\_rounds = 50,   
 maximize = FALSE  
 )

## [1] train-rmse:194734.870345+1372.476514 test-rmse:194647.544208+5474.311040   
## Multiple eval metrics are present. Will use test\_rmse for early stopping.  
## Will train until test\_rmse hasn't improved in 50 rounds.  
##   
## [51] train-rmse:124221.692019+1003.032879 test-rmse:125056.869564+5956.775676   
## [101] train-rmse:82507.185876+781.564650 test-rmse:84913.293249+6504.869726   
## [151] train-rmse:58195.738916+670.574606 test-rmse:62752.366838+6531.822995   
## [201] train-rmse:44395.270413+546.312718 test-rmse:51388.561662+5954.774886   
## [251] train-rmse:36724.548181+515.895034 test-rmse:46015.490478+5144.466157   
## [301] train-rmse:32355.435272+505.181065 test-rmse:43577.043285+4298.307705   
## [351] train-rmse:29677.758450+534.094079 test-rmse:42465.354117+3727.707814   
## [401] train-rmse:27901.548599+524.215030 test-rmse:41878.283139+3220.915578   
## [451] train-rmse:26642.418127+519.309242 test-rmse:41679.389211+2907.263798   
## [501] train-rmse:25563.243970+529.784197 test-rmse:41507.827012+2644.687667   
## [551] train-rmse:24641.695579+516.337239 test-rmse:41404.130853+2431.621627   
## [601] train-rmse:23811.840234+464.101113 test-rmse:41338.638775+2322.422145   
## [651] train-rmse:23029.924599+443.985276 test-rmse:41302.568476+2198.257880   
## [701] train-rmse:22272.246995+426.690531 test-rmse:41285.818188+2122.433182   
## [751] train-rmse:21567.070335+395.013369 test-rmse:41281.621635+2033.594930   
## [801] train-rmse:20897.333624+389.646012 test-rmse:41321.460292+1966.875608   
## Stopping. Best iteration:  
## [756] train-rmse:21500.955272+403.709164 test-rmse:41272.303157+2028.636140

print(xgbcv$best\_iteration)

## [1] 756

min(xgbcv$evaluation\_log$test\_rmse\_mean)

## [1] 41272.3

We will use the best number of iterations in an xgboost model. Using this model, we can predict the SalePrice in the xgb\_test set and check our error.

xgb\_model <- xgb.train(   
 params = params,  
 data = xgb\_train,  
 nrounds = xgbcv$best\_iteration  
)  
  
xgb\_model

## ##### xgb.Booster  
## raw: 1.5 Mb   
## call:  
## xgb.train(params = params, data = xgb\_train, nrounds = xgbcv$best\_iteration)  
## params (as set within xgb.train):  
## booster = "gbtree", eta = "0.01", max\_depth = "5", gamma = "5", subsample = "0.5", validate\_parameters = "TRUE"  
## xgb.attributes:  
## niter  
## callbacks:  
## cb.print.evaluation(period = print\_every\_n)  
## # of features: 69   
## niter: 756  
## nfeatures : 69

pred\_y\_xgb = predict(xgb\_model, xgb\_test)  
  
test\_set\_price\_preds$xgb\_prices <- pred\_y\_xgb  
test\_set\_price\_preds$xgb\_prices\_error <- abs(test\_set\_price\_preds$SalePrice - test\_set\_price\_preds$xgb\_prices)  
test\_set\_price\_preds$xgb\_accuracy <- 1 - (test\_set\_price\_preds$xgb\_prices\_error / test\_set\_price\_preds$SalePrice)  
  
rmse\_xgb = RMSE(test\_y, pred\_y\_xgb)  
cat("RMSE for xgb: ", rmse\_xgb)

## RMSE for xgb: 40290.59

importance\_matrix <- xgb.importance(  
 feature\_names = colnames(xgb\_train),   
 model = xgb\_model  
)  
importance\_matrix

## Feature Gain Cover Frequency  
## 1: GarageCars 2.970793e-01 8.413065e-02 0.0453935899  
## 2: YearBuilt 2.055048e-01 1.254247e-01 0.1329623173  
## 3: LotArea 1.659285e-01 2.714014e-01 0.2828215100  
## 4: YearRemodAdd 8.178932e-02 1.068672e-01 0.0943408878  
## 5: FullBath 6.770118e-02 6.141320e-02 0.0326538823  
## 6: BedroomAbvGr 3.277196e-02 6.913387e-02 0.0564570202  
## 7: GarageType\_Attchd 2.188935e-02 1.830424e-02 0.0119350945  
## 8: YrSold 1.134965e-02 1.402357e-02 0.0382191230  
## 9: MoSold\_Jul 8.349183e-03 5.748318e-03 0.0113316347  
## 10: MoSold\_Aug 5.833134e-03 9.834348e-03 0.0120691967  
## 11: MoSold\_Jan 5.802439e-03 7.826789e-03 0.0114657369  
## 12: HeatingQC\_Ex 5.607889e-03 1.338389e-02 0.0130079120  
## 13: MoSold\_Mar 4.512700e-03 5.017185e-03 0.0082472844  
## 14: HouseStyle\_1Story 4.218074e-03 8.220476e-03 0.0136113719  
## 15: Fence\_Fence 3.929443e-03 2.187041e-03 0.0071744669  
## 16: MoSold\_Feb 3.908250e-03 5.241171e-03 0.0087836932  
## 17: LotConfig\_Inside 3.752570e-03 6.341049e-03 0.0089177954  
## 18: MoSold\_Nov 3.646236e-03 4.454775e-03 0.0085825399  
## 19: MSZoning\_RM 3.576481e-03 8.334915e-03 0.0087166421  
## 20: MoSold\_Oct 3.443206e-03 5.587909e-03 0.0072415180  
## 21: BsmtCond\_NoBsmt 3.340686e-03 8.975573e-03 0.0091189486  
## 22: KitchenAbvGr 3.229115e-03 3.039948e-03 0.0046935765  
## 23: OverallCond\_7 3.175183e-03 1.219207e-02 0.0103258683  
## 24: HouseStyle\_2Story 3.167168e-03 9.275362e-03 0.0075097224  
## 25: MoSold\_Dec 3.028728e-03 6.793911e-03 0.0097894596  
## 26: CentralAir\_N 2.944746e-03 6.655021e-03 0.0068392115  
## 27: MoSold\_Sep 2.621177e-03 6.251553e-03 0.0072415180  
## 28: LotConfig\_Corner 2.556797e-03 2.271158e-03 0.0088507443  
## 29: BsmtCond\_Gd 2.552998e-03 1.282001e-02 0.0069062626  
## 30: MoSold\_May 2.467864e-03 3.327021e-03 0.0075767735  
## 31: PavedDrive\_NotPaved 2.363934e-03 6.255465e-03 0.0067051093  
## 32: MoSold\_Jun 2.298037e-03 4.694411e-03 0.0082472844  
## 33: LotConfig\_CulDSac 2.282781e-03 5.312573e-03 0.0063028027  
## 34: OverallCond\_9 2.104140e-03 1.603993e-02 0.0052970363  
## 35: MSZoning\_C 2.072175e-03 4.251819e-03 0.0071074159  
## 36: OverallCond\_5 2.015377e-03 5.859333e-03 0.0071744669  
## 37: MSZoning\_RL 2.009478e-03 3.904592e-03 0.0052970363  
## 38: OverallCond\_6 1.934563e-03 5.668114e-03 0.0069733137  
## 39: BsmtCond\_TA 1.602157e-03 4.990287e-03 0.0045594743  
## 40: OverallCond\_4 1.577920e-03 7.728001e-03 0.0055652407  
## 41: OverallCond\_8 1.499345e-03 5.283230e-03 0.0046935765  
## 42: HeatingQC\_TA 1.383624e-03 1.805091e-03 0.0030843503  
## 43: MSZoning\_FV 1.330674e-03 3.632679e-03 0.0051629342  
## 44: LotConfig\_FR2 9.940973e-04 3.612139e-03 0.0042242189  
## 45: HouseStyle\_1.5Fin 9.763800e-04 3.200846e-03 0.0042242189  
## 46: HeatingQC\_Gd 6.417464e-04 1.333156e-03 0.0036207590  
## 47: OverallCond\_3 6.110023e-04 3.657621e-03 0.0036207590  
## 48: HouseStyle\_SLvl 5.819204e-04 2.163077e-03 0.0026820437  
## 49: MoSold\_Apr 5.801851e-04 1.266645e-03 0.0032184525  
## 50: LotConfig\_FR3 3.355193e-04 4.303658e-05 0.0006034598  
## 51: GarageType\_Detchd 2.362492e-04 6.059355e-04 0.0019444817  
## 52: HeatingQC\_Fa 1.756848e-04 8.460601e-04 0.0016762773  
## 53: HouseStyle\_SFoyer 1.383675e-04 1.110148e-04 0.0008046131  
## 54: OverallCond\_2 1.309062e-04 8.964325e-04 0.0012739708  
## 55: HouseStyle\_2.5Unf 1.239521e-04 9.702793e-04 0.0009387153  
## 56: HouseStyle\_2.5Fin 1.084193e-04 6.548407e-04 0.0003352555  
## 57: MSZoning\_RH 1.025545e-04 2.963656e-04 0.0008716642  
## 58: BsmtCond\_Fa 7.982769e-05 2.601757e-04 0.0004693577  
## 59: HouseStyle\_1.5Unf 2.031075e-05 1.027009e-04 0.0004023066  
## 60: BsmtCond\_Po 1.058007e-05 7.580307e-05 0.0001341022  
## Feature Gain Cover Frequency

xgb.plot.importance(importance\_matrix, top\_n = 10)
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##Results: Generating predictions for Test dataset

Let’s calculate the accuracies of each model’s price predictions.

cat("lm mean error: $", mean(test\_set\_price\_preds$lm\_prices\_error), "\n")

## lm mean error: $ 33705.5

cat("lm accuracy:", (mean(test\_set\_price\_preds$lm\_accuracy))\*100, "%\n")

## lm accuracy: 81.04099 %

cat("lasso mean error: $", mean(test\_set\_price\_preds$lasso\_prices\_error), "\n")

## lasso mean error: $ 33364.79

cat("lasso accuracy:", (mean(test\_set\_price\_preds$lasso\_accuracy))\*100, "%\n")

## lasso accuracy: 81.3602 %

cat("gbm mean error: $", mean(test\_set\_price\_preds$gbm\_prices\_error), "\n")

## gbm mean error: $ 28643.43

cat("gbm accuracy:", (mean(test\_set\_price\_preds$gbm\_accuracy))\*100, "%\n")

## gbm accuracy: 83.53856 %

cat("xgb mean error: $", mean(test\_set\_price\_preds$xgb\_prices\_error), "\n")

## xgb mean error: $ 27500.84

cat("xgb accuracy:", (mean(test\_set\_price\_preds$xgb\_accuracy))\*100, "%\n")

## xgb accuracy: 84.32213 %

Now we can use our best model to generate SalePrice predictions for the test data.

test\_y\_final <- as.integer(test$Id) - 1  
test\_x\_final <- test %>% select(-c(Id, SalePrice))  
  
xgb\_test\_final <- xgb.DMatrix(data = as.matrix(test\_x\_final), label = test\_y\_final)  
  
final\_pred <- predict(xgb\_model, xgb\_test\_final)  
  
test\_price\_pred <- select(test, Id)  
test\_price\_pred$SalePrice <- final\_pred

Our final output is a data set with just test house ID and its predicted SalePrice.

write.csv(test\_price\_pred, "test\_preds.csv")